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a b s t r a c t

This work describes a probabilistic model based upon a local failure criterion incorporating the potential
effects of plastic strain on cleavage fracture coupled with the statistics of microcracks. A central objective
is to explore and further extend application of a multiscale methodology incorporating the influence of
plastic strain on cleavage fracture phrased in terms of a modified Weibull stress ð~swÞ to correct fracture
toughness for effects of geometry and constraint loss. Fracture toughness testing conducted on an ASTM
A285 Gr C pressure vessel steel provides the cleavage fracture resistance data needed to assess specimen
geometry effects on experimentally measured Jc-values. Non-linear finite element analyses for 3-D
models of fracture specimens with varying geometries provide the relationship between ~sw and J
from which the variation of fracture toughness across different crack configurations is predicted. This
study shows that the modified Weibull stress methodology effectively removes the geometry depen-
dence of fracture toughness values.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Fracture assessment procedures for pressurized components
play a key role in design, fabrication and fitness-for-service (FFS)
methodologies (such as, for example, repair decisions and life-
extension programs) for pressure vessels, piping systems and
storage tanks. Several cases of considerable interest include con-
ventional pressure vessels, boilers and storage tanks designed to
operate at intermediate temperature ranges (from 0 �C to about
425 �C), which are commonly made of low-carbon, moderate
strength steels [1]. In particular, hydrocarbon-processing industry
(HPI) pressure vessels which are exposed to low-temperature
conditions, either as part of normal operation, emergency, equip-
ment failure or an unplanned maintenance event, can be depres-
surized rapidly thereby causing auto-refrigeration of the
component with increased risk for brittle failure [2,3]. For com-
ponents and process vessels typically made of carbon and low-alloy
steels, unstable fracture by transgranular cleavage at temperatures
in the ductile-to-brittle transition (DBT) region represents one the
most serious failure modes as catastrophic structural failure may
occur at low applied stresses with little plastic deformation.

Standard three-point bend specimens and compact tension
geometries containing deep, through cracks (a/W � 0.5) are
commonly employed for cleavage fracture toughness testing of
ferritic steels in the DBT region. The primary motivation to use
deeply cracked specimens is to guarantee conditions leading to
high crack-tip constraint with limited-scale plasticity, such that the
evolving levels of stress triaxiality ahead of the crack front under
increased remote loading are similar to small scale yielding (SSY)
levels. Under SSY conditions, fracture toughness values (such as the
J-integral at cleavage instability, Jc, or the elastic-plastic stress in-
tensity factor, KJc) prove effective to characterize the essentially
stress-controlled failure by a transgranular cleavagemechanism. To
facilitate experimental measurements of fracture toughness data,
however, current structural integrity assessment methodologies,
including reactor vessel material surveillance programs, also focus
on the utilization of small specimens to support the development of
simpler test procedures. More specifically, three-point bend testing
of precracked Charpy V-notch (PCVN) specimens becomes neces-
sary when severe limitations exist on material availability as this
specimen configuration is predominant in nuclear irradiation
embrittlement studies (see, e.g., Joyce and Tregoning [4], Heerens
et al. [5] and a review report from the International Atomic Energy
Agency [6]).

While now extensively used in fracture testing, the measuring
capacity of small test specimens (as defined by the maximum
applied values of the J-integral, Jmax ¼ bsys/M, whereM represents a
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nondimensional deformation limit, b denotes the uncracked liga-
ment length and sys defines the yield stress [7]) for fracture
toughness prior to constraint loss may be insufficient for moderate
strength pressure vessel and structural steels. Once constraint loss
occurs, measured values of cleavage fracture toughness (Jc or KJc)
increase markedly as the global plastic deformation interacts with
the local crack front fields (governed by J) thereby relaxing the
levels of stress triaxiality. Moreover, cleavage fracture is a highly
localized phenomenonwhich exhibits strong sensitivity tomaterial
characteristics at the microlevel. In particular, the random in-
homogeneity in local features of the material causes large scatter in
measured values of cleavage fracture toughness. The coupled ef-
fects of constraint loss and inherent scatter of toughness values in
the DBT region greatly complicate the development of fracture
mechanics assessment procedures based on small specimen data.

To address this issue, advanced methodologies for cleavage
fracture assessments endeavor to describe the fracture process
based on local failure criteria that relate the local fracture condi-
tions with macroscopic (global) fracture parameters and to the
subsequent prediction of constraint variations on cleavage fracture
toughness. Such methodologies are most often referred to as local
approaches [8e10] and are essentially based on probabilistic
models incorporating weakest link statistics to describe material
failure caused by transgranular cleavage for a wide range of loading
conditions and crack configurations. In particular, the work of
Beremin [8] provides the basis for establishing a relationship be-
tween the microregime of fracture and macroscopic crack driving
forces (such as the J-integral) by introducing theWeibull stress (sw)
as a probabilistic fracture parameter. In the context of probabilistic
fracture mechanics, the Weibull stress emerges as a near-tip frac-
ture parameter to describe the coupling of remote loading with a
micromechanics model which incorporates the statistics of
microcracks (weakest link philosophy). A key feature of this
methodology is that sw incorporates both the effects of stressed
volume (the fracture process zone) and the potentially strong
changes in the character of the near-tip stress fields due to
constraint loss which thus provides the necessary framework to
correlate fracture toughness for varying crack configurations under
different loading (and possibly temperature) conditions.

One of the main theoretical objections to the Weibull stress
concept is that the probabilistic framework fromwhich it is derived
largely relies on the assumption that Griffith-like microcracks form
immediately upon the onset of yielding and thus the associated
statistical distribution of microcrack size remains unchanged with
increased loading and deformation. A substantial number of
experimental studies [11e15] indicates the potential effects of
plastic strain on cleavage microcracking in ferritic steels at varying
temperatures which can lead to a marked influence on the density
of Griffith-like microcracks directly connected to the material
fracture behavior at the microscale. Since any cleavage fracture
model incorporating the statistics of microcracks (weakest link
philosophy), such as the sw-based methodology, involves a local
Griffith instability of the largest of most favorably oriented micro-
crack, it becomes clear that varying plastic strains conditions in the
near-tip region correlate directly with varying likelihood of cleav-
age failure.

Previous developments directed connected to the Beremin
approach incorporating effects of plastic strain on cleavage fracture
include the works of Margolin et al. [16e18], Bordet et al. [19,20],
Kroon and Faleskog [21], Gao et al. [22], among others. These
studies advanced the micromechanics modeling of cleavage frac-
ture by incorporating a more realistic physical mechanism of
cleavage microcrack nucleation and propagation [16e20] or by
describing the change in cleavage fracture probability that results
from the growth in microcrack density with increased levels of
near-tip plastic strain [21,22]. Another parallel line of development
simply changes the character of the Weibull distribution associated
with the Beremin model without making any explicit reference to
plastic strain effects on cleavage microcracking. In particular, Gao
and Dodds [23] and, subsequently, Petti and Dodds [24] have
introduced a threshold parameter directly into the standard Bere-
min formulation which improves fracture predictions at low
probabilities and, at the same time, makes contact with the sta-
tistical form adopted by ASTM E1921 [25] to describe KJc-toughness
distributions for ferritic steels. In the present study, however, a
different line of investigation is pursued in which the potential
strong effects of constraint variations on (macroscopic) cleavage
fracture toughness is conveniently treated by considering the in-
fluence of plastic strain on the number of eligible Griffith-like
microcracks nucleated from brittle particles dispersed into the
ferrite matrix.

Motivated by the above observations, this work describes a
probabilistic model based upon a local failure criterion incorpo-
rating the often observed effects of plastic strain on cleavage frac-
ture coupled with the statistics of microcracks. A central objective
of this study is to explore and further extend application of a
multiscale methodology incorporating the influence of plastic
strain on cleavage fracture developed in previous work by Ruggieri
and Dodds [26,27] to correct fracture toughness for effects of ge-
ometry and constraint loss and, at the same time, to determine the
reference temperature for a pressure vessel steel from subsize
fracture specimens. The present approach differs from previous
extensions of the Beremin model incorporating plastic strain ef-
fects, including the works of Bordet et al. [19,20] and Margolin and
co-authors [28,17], primarily in the choice of the model to describe
the influence of plastic strain on cleavage microcracking. Fracture
toughness values for an A285 Grade C pressure vessel steel derived
from fracture tests using conventional SE(B) specimens and the
PCVN configuration provide the cleavage fracture resistance data
needed to assess specimen geometry effects on experimentally
measured Jc-values. Very detailed non-linear finite element ana-
lyses for 3-D models of plane-sided fracture specimens with
different geometries describe the evolution of near-tip stress field
with increased macroscopic load (in terms of the J-integral) to
define the relationship between ~sw and J from which a toughness
scaling procedure is built to correlate fracture toughness across
different crack configurations. The modified Weibull stress model
parameters are calibrated using cleavage fracture resistance data
for the SE(B) specimens and then predictions of the geometry
dependence of Jc-values are made on the basis of the modified
Weibull stress methodology using the toughness values for the
PCVN configuration. Finally, estimates of the reference tempera-
ture, T0, from small fracture specimens using the predicted fracture
toughness distributions are compared with the corresponding es-
timates derived from testing of much larger crack configurations.
2. Probabilistic modeling of cleavage fracture incorporating
plastic strain effects

This section introduces the essential features of the probabilistic
model for cleavage fracture based on the modified Weibull stress
framework needed to unify toughness measures across different
crack configurations and loading modes. The brief description that
follows draws heavily on the recent work of Ruggieri and Dodds
(R&D) [26,27] while, at the same time, providing the basis to assess
the coupling effects of specimen geometry and plastic strain on
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cleavage fracture toughness predictions for a typical pressure vessel
steel.
2.1. The modified Weibull stress

Development of a probabilistic model within a multiscale
methodology for cleavage fracture incorporating effects of plastic
strain begins by assuming the fracture process zone (FPZ) in a
stressed cracked body illustrated in Fig. 1(a) in which a small vol-
ume element, dV, is subjected to the principal stress, s1, and the
effective plastic strain, εp. Here, only microcracks formed from the
cracking of brittle particles, such as carbides, in the course of plastic
deformation contribute to cleavage fracture and, further, the frac-
tion of fractured particles increases with increased matrix plastic
strain [29]. The choice of s1 and εp in the present model can be
understood by the following arguments. Much early research (see,
e.g., Knott [30] and Curry [31]) showed the direct connection be-
tween the tensile stresses acting normal to the surfaces of cleavage
facets and cleavage fracture in ferritic materials. These studies
conveniently allow phrasing unstable propagation of cleavage
microcracks in terms of a critical maximum principal stress crite-
rion [32]. Moreover, previous fundamental work [13e15,33e35]
clearly shows the strong effect of plastic deformation associated
with yielding on microcrack nucleation which triggers cleavage
fracture at the material microlevel. Since microcrack nucleation
occurs under the action of plastic flow, the number of cleavage
microcracks must be proportional to εp.

Now, an approximate account of such a micromechanism can be
made by considering that a fraction, Jc, of the total number of
brittle particles in the FPZ nucleates the microcracks which are
eligible to propagate unstably and, further, that Jc is a function of
plastic strain but plausibly independent of microcrack size as
pictured in Fig. 1(b). This approximation simplifies the treatment of
the elemental failure probability associated with dV to arrive at a
closed form for the failure probability of the stressed cracked body
which can be expressed as
Fig. 1. (a) Near-tip fracture process zone ahead a macroscopic crack containing random
dPf ¼ dV$Jc
�
εp
�
$

Z∞
ac

gðaÞda (1)

where g(a)da defines the probability of finding a microcrack having
size between a and a þ da in the unit volume [36,37]. Two funda-
mental assumptions based upon probability theory and the well-
known Poisson postulates (see, e.g., Feller [38]) underlie the
development of the above expression: (1) failures occurring in
nonoverlapping volumes are statistically independent events, and
(2) the probability of failure for dV is proportional to its volume, i.e.,
dPf ¼ mdV when dV is small. Here, the proportionality constant m is
the average number of flawswith size a� ac per unit volumewhich
are eligible to propagate unstably.

Following standard procedures based on the weakest link
approach (see R&D [26]), a limiting distribution for the cleavage
fracture stress can expressed as a two-parameter Weibull function
[39] in the form

Pf
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where U is the volume of the near-tip fracture process zone most
often defined as the loci where s1 � jsys, with sys denoting the
material yield stress and j z 2, and V0 represents a reference
volume. Parameters m and su appearing in Eq. (2) denote the
Weibull modulus and the scale parameter of the Weibull distribu-
tion for the fracture stress. In particular, m defines the shape of the
probability density function describing the microcrack size, a,
which is of the form gðaÞfa�2 withm ¼ 2z� 2. Moreover, since the
reference volume, V0, only scales g(a) but does not change the
distribution shape, it has no effect on m and is conveniently
assigned a unit value in the computations. The above integral
evaluated over U contains two contributions: one is from the
ly distributed flaws; b) Schematic of power-law type microcrack size distribution.
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principal stress criterion for cleavage fracture characterized in
terms of s1 and the other is due the effective plastic strain, εp, which
defines the number of eligible Griffith-like microcracks nucleated
from the brittle particles effectively controlling cleavage fracture.
Similar to the Beremin model [8], a simple manipulation of Eq. (2)
then motivates the notion of a modified Weibull stress, ~sw, defined
by

~sw ¼

2
64 1
V0

Z
U

Jc
�
εp
�
$sm1 dU

3
75
1=m

: (3)

where it is noted that settingJc ¼ 1 recovers the standard Beremin
model.

To arrive at a simpler form for the failure probability of cleavage
fracture including effects of plastic strain, we follow similar argu-
ments to those given by R&D [26] to define the fraction of fractured
particles as a two-parameter Weibull distribution given by Wallin
and Laukkanen [40] as

Jc ¼ 1� exp
�
�
�
spf
sprs

�ap
�

(4)

where sprs is the particle reference fracture stress, ap denotes the
Weibull modulus of the particle fracture stress distribution and
spf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3s1εpEd

p
characterizes the particle fracture stress inwhich

s1 is the maximum principal stress, εp denotes the effective matrix
plastic strain and Ed represents the particle's elastic modulus. Here,
it is understood that the particle reference stress, sprs, represents an
approximate average for the distribution of the particle fracture
stress. For ferritic structural steels, such as the A285 Gr C pressure
vessel materials utilized in this study, typical values of ap and Ed are
4 and 400 GPa as reported by Wallin and Laukkanen [40]; these
values are employed in the analyses reported later in Section 6. As
will be seen next and then later in Section 6.1, calibration of the
function Jc for the tested material follows from determining
parameter sprs that provides the best correction for cleavage frac-
ture toughness data measured from the two sets of test specimens
using a toughness scaling model. Since Ed is fixed throughout the
analysis, the above expression forJc could also be defined in terms
of bspf ¼ ffiffiffiffiffiffiffiffiffiffi

s1εp
p , such that the calibration process would now eval-

uate bsprs ¼ sprs=k in which k ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
1:3Ed

p
is a constant. Moreover,

while Jc is a function of both s1 and εp, observe that the product
s1εp is approximately proportional to ε

2
p (as s1 f Etεp where Et

represents the elastic tangent modulus of the matrix [41]). That is,
the fraction of fractured particles, Jc, will depend explicitly on the
levels of εp thereby affecting the magnitude of ~sw with increased
loading - R&D [26] show results derived from a parametric analysis
that illustrate this issue.

Now, substitution of Eq. (4) into (3) then provides a modified
Weibull stress incorporating a simplified distribution for the frac-
tured particle in the form

~sw ¼

2
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in which the effect of plastic strain on cleavage fracture probability
enters into ~sw through the particle fracture stress, spf ¼ k

ffiffiffiffiffiffiffiffiffiffi
s1εp

p .
The modified Weibull stress thus emerges as a crack-front param-
eter to couple remote loading with a micromechanics model which
incorporates the statistics of microcracks and plastic strain effects.
Unstable crack propagation (cleavage) occurs at a critical value of
~sw. Under increased remote loading described by J (or, equivalently
KJ or CTOD), differences in evolution of the modifiedWeibull stress,
~sw, reflect the potentially strong variations in crack-front stress and
strain fields due to the effects of constraint loss. The inherently 3-D
formulation for ~sw defined by Eq. (5) readily accommodates vari-
ations in J along the crack front and the effects of shallow crack vs.
deep cracks or large cross section vs. subsize cross section config-
urations. A toughness constraint correction procedure then derives
from ratios of J-values in the test specimens with different geom-
etries at identical values of ~sw as addressed next.
2.2. Calibration of the modified Weibull stress parameters

Calibration of the Weibull stress parameters appearing in pre-
vious Eq. (5) is a key step in the multiscale procedure to correct
fracture toughness for effects of geometry and constraint loss
adopted in the present analysis. Specifically, the Weibull modulus,
m, plays a major role in the process to correlate toughness values
across different crack configurations as this parameter alters the ~sw
vs. J trajectories needed to correlate the Weibull stress at fracture,
denoted ~sw;c. Similar arguments also apply to the parameters
defining the fraction, Jc, of the microcracks which are eligible to
propagate unstably. Here, R&D [26] have also shown the relatively
weak effect of parameter ap while holding other parameters fixed,
such as sprs ¼ 6000 MPa and Ed ¼ 400 GPa - these values are
consistent with previous analysis by Wallin and Laukkanen [40]
and correspond to typical fracture stress values for iron carbide
particles (cementite). Since the elastic modulus of the particle, Ed,
plausibly has a diminished effect on Jc, the influence of plastic
strain on ~sw then becomes related to parameter sprs which, in turn,
facilitates the task of evaluating both parametersm andJc using an
appropriate calibration strategy. Further, because the Weibull
modulus, m, characterizes the distribution of Griffith-like micro-
cracks associated with the cleavage fracture process (see Ruggieri
and Dodds [26,27] and references therein), we can advantageously
determinem andJc using a two-step process derived from fracture
toughness testing in combination with detailed finite element an-
alyses as illustrated in Fig. 2.

First, parameterm is determined to establish the best correction
for cleavage fracture toughness data measured from two sets of test
specimens exhibiting widely different toughness behavior based on
the standard Bereminmodel (i.e.,Jc¼ 1). The procedure essentially
relies on the toughness scaling model (TSM) proposed earlier by
Ruggieri and Dodds [42] building upon the interpretation of ~sw as
the (probabilistic) crack tip driving force coupled with the condi-
tion that cleavage fracture occurs when ~sw reaches a critical value,
~sw;c. For the same material at temperatures within the DBT region
and sufficiently close to the test temperature, the scaling model
requires the attainment of a specified value for ~sw to trigger
cleavage fracture across different crack configurations even though
the loading parameter (measured here by the J-integral) may vary
widely due to constraint loss. These crack configurations may
include fracture specimens with similar geometries but different
thickness or, better yet, fracture specimens with contrasting dif-
ferences in crack-tip constraint such as a deeply and shallow crack
SE(B) specimen (these specimens may or may not have the same
thickness). Once the relation between the modified Weibull stress
ð~swÞ and applied loading (J) for a given value of the Weibull
modulus, m, is determined, the calibration scheme adopted here
defines the calibrated Weibull modulus for the material as the m-
value, denoted m0, that corrects the characteristic toughness JB0
corresponding to a low constraint configuration (denoted as
configuration B) to its equivalent JA0 corresponding to a high
constraint configuration (denoted as configuration A) such that the



Fig. 2. Schematic of the adopted two-step strategy to calibrate the parameters of the modified Weibull stress.
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residual toughness values defined as RðmÞ ¼ ðJA0;m � JA0 Þ=JA0 is

minimized.
Conservatively, the high-constraint data set should approach

small-scale yielding (SSY) conditions such that M � 60 with no
ductile tearing prior to fracture for each individual fracture
toughness value to guarantee essentially stress-controlled cleavage
fracture. Here, the fracture toughness values for the high-constraint
configuration that deviate from the SSY conditions withM < 60 can
be treated as invalid data so that a censoring model can be applied
in a similar fashion as the estimation procedure for the character-
istic toughness given by ASTM E1921 [25]. This requirement is
largely dictated by the weakest link mechanism associated with
unstable propagation of cleavage microcracks in the fracture pro-
cess zone ahead of crack tip which is assumed in the development
of the present model described earlier in this paper. This would, in
turn, also require that the low constraint data set should exhibit no
ductile tearing prior to cleavage fracture even though the fracture
test specimens from which it is derived undergo gradual loss of
constraint thereby deviating from small-scale yielding conditions.
Moreover, the Weibull modulus is plausibly assumed to remain
invariant of temperature since, as discussed before in Section 2.1,
parameter m depends only on the distribution of microcracks
formed from the cracking of brittle particles, at least over a rela-
tively large portion of the DBT region. Gao et al. [43] and Ruggieri
[44] discuss additional details of the calibration process for the
Weibull modulus.

With the Weibull modulus (and, presumably, the microcrack
distribution) thus determined and now assumed fixed throughout
the analysis, the calibration process then proceeds by evaluation of
the functionJc that again provides the best correction for cleavage
fracture toughness data measured from the two sets of test speci-
mens utilized at the onset of the calibration procedure using the
toughness scaling model. Here, the ~sw � J relations for a fixed m0-
value enable determination of a Jc that provides the best correc-
tion JB0/JA0 such that the residual, RðJcÞ, is minimized. The cali-
brated values form andJc clearly do not constitute a unique pair of
parameters; for example, a slightly different m-value may be
compensated for by a different Jc. Nevertheless, the procedure is
relatively simple and, perhaps most importantly, does preserve the
character of parameterm in describing the microcrack distribution.
Moreover, it is well to keep in mind that, within the present
context, the calibrated Weibull stress parameters, m and Jc, are
only loosely connected to the actual microcrack distribution.
Because of the nature of the calibration process adopted here,
which relies on the TSM and macroscopic measures of fracture
toughness, m and Jc should be interpreted as phenomenological
parameters that bring fracture toughness predictions into agree-
ment, rather than accurate descriptors of themetallurgical features.
Overall, the proposed two-step procedure is effective in producing
good predictions of geometry effects on fracture toughness as
described later in Section 6. Further investigation and sensitivity
analysis related to the two-step parameter calibration of the
modified Weibull stress approach and implications for fracture
toughness predictions are in progress and will be presented in a
forthcoming publication.
Table 1
Tensile properties of A285 Gr C steel tested by Savioli and Ruggieri [47] at different
temperatures measured from transverse plate direction at mid-thickness location
(sys and suts denote the yield stress).

T (�C) sys (MPa) suts (MPa) suts/sys n

20 230 446 1.94 5.3
�60 307 493 1.61 6.9
�80 342 512 1.50 7.8
3. Experimental details

3.1. Material description and mechanical properties

The material utilized in this study is a typical ASTM A285 Grade
C pressure vessel steel with 230 MPa yield stress and 450 MPa
tensile strength at room temperature (20

�
) supplied as a hot rolled

plate with 31.5 mm thickness. Uniaxial tensile tests were
performed on cylindrical specimens extracted from the transversal
plate direction at mid-thickness location using a 250 kNMTS servo-
hydraulic universal testing machine with an axial extensometer to
measure the specimen elongation. A series of tensile tests were
conducted at room temperature (T ¼ 20oC) on standard test pieces
with 12.5 mm diameter following the procedures specified by
ASTM E8M standard [45]. Moreover, because fracture testing was
conducted in the DBT region (see further details next), additional
tensile tests were conducted at different low temperatures, defined
by T ¼ �60�C and T ¼ �80�C, on subsize test specimens with 6 mm
diameter. The measured engineering stress-strain data was con-
verted to true stress-logarithmic strain data using standard pro-
cedures [46,41]. Table 1 summarizes the tensile testing results for
each test temperature where it is evident the high hardening
behavior of the tested steel with suts=sysz2 at room temperature.
Other mechanical properties for this material include Young's
modulus, E¼ 204 GPa and Poisson's ratio, n ¼ 0:3. Fig. 3(a) presents
the (averaged) engineering stress-strain curve for the ASTM A285
Grade C steel using three standard test specimens at room tem-
perature [47].

A set of 24 Charpy-V notch (CVN) impact specimens was
extracted in the TL plate orientation. This set was tested in a 360J
full-scale Tinius-Olsen pendulum machine, following the re-
quirements of ASTM E23 standard [48]. Fig. 3(b) shows the
measured toughness-temperature properties for the material in
terms of conventional Charpy V-notch impact energy (T-L orien-
tation). In this plot, the symbols represent the experimentally
measured Charpy energy and the solid line defines a hyperbolic
tangent curve fitting proposed by Kirk et al. [49] in the form

CVE ¼ 74þ 72 tanh
�
T þ 11:6
22:5

�
(6)

where CVE denotes the Charpy V-notch energy expressed in J and T
is the test temperature in degrees Celsius. Using the above
expression, the Charpy transition temperature corresponding to a
28 J energy yields approximately TCVN ¼ �30�C.
3.2. Fracture toughness testing

Savioli and Ruggieri [47] performed a series of fracture tough-
ness tests on three-point bend fracture specimens with varying
crack sizes and specimen thickness in the TL orientation. The
fracture mechanics tests include: (1) conventional, plane-sided 1T
SE(B) specimens with a/W ¼ 0.2 and a/W ¼ 0.5, B ¼ 25 mm,
W ¼ 50 mm and S ¼ 4W, and (2) plane-sided, precracked Charpy
specimens with a/W ¼ 0.5, B ¼ 10 mm, W ¼ 10 mm and S ¼ 4W.
ASTM E1820 [50] also provides additional details for the geometry
and dimensions of the tested fracture specimens. Testing of these
configurations was performed at T ¼ �80oC for the deeply-cracked
SE(B) specimen and PCVN configuration with a/W ¼ 0.5 and at
T ¼ �60�C for the shallow crack SE(B) specimen with a/W ¼ 0.2;
these temperatures correspond to the lower-shelf, ductile-to-brit-
tle transition behavior for the tested steel (refer to Savioli and
Ruggieri [47]). After machining the test specimens, a fatigue



Fig. 3. Key mechanical properties of tested A285 Gr C steel: (a) Engineering stress-strain response at room temperature; (b) Charpy-V impact energy (T-L orientation) versus
temperature.
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precrack was introduced at the notch root by cyclic loading the
specimens under three-point bending at room temperature in
accordance with the stringent requirements of ASTM E1820 [50].
Records of load vs. crack mouth opening displacements (CMOD)
were obtained for each specimen using a clip gage mounted on an
integrated knife-edge machined into the notch mouth.
Table 2
Measured cleavage fracture toughness values, described in terms of Jc, for the A 285 Gr
specimen geometries tested at two different temperatures.

Test temperature Specimen geometry Specimen numbe

�80 �C SE(B) a/W ¼ 0.5 4
5
6
7
8
9
10
11
12
13

�60 �C SE(B) a/W ¼ 0.2 3
6
7
8
9
10
11
12
13
14

�80 �C PCVN 3
4
5
6
7
8
9
10
11
12
13
14
16
18
19
20
Evaluation of cleavage fracture toughness values, here charac-
terized in terms of a single toughness measure at fracture insta-
bility (Jc), follows from determining the plastic area under the load-
CMOD curve and then using the estimation procedure given in
ASTM E1820 [50] based on plastic h-factors. Table 2 shows the
fracture toughness at cleavage instability and the average precrack
C steel tested by Savioli and Ruggieri [47] using fracture specimens with varying

r Jc [kJ/m2] a0 [mm] M ¼ (b0sys/Jc)

43 24.4 210
60 25.9 142
101 26.7 82
86 26.5 97
47 25.8 181
123 26.8 67
46 27.3 174
82 26.3 102
59 25.8 144
35 26.5 236

106 8.9 122
97 8.2 135
84 9.1 152
448 9.7 28
197 9.2 65
106 9.4 120
222 9.8 57
179 9.6 70
97 8.9 133
197 9.3 65

310 5.5 5
463 5.4 3
442 5.3 4
118 5.2 14
305 5.1 5
275 5.3 6
133 5.3 12
323 5.2 5
323 5.3 5
312 5.2 5
149 5.6 10
381 5.3 4
296 4.9 6
250 5.3 6
165 5.1 10
157 5.2 10
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fatigue length for the A285 Gr C steel obtained from fracture
specimens with varying specimen geometries tested at two
different temperatures (T ¼ �80�C and T ¼ �60�C). For reference,
Table 2 also includes the measure of crack tip deformation relative
to specimen thickness and remaining ligament in terms of the non-
dimensional deformation,M¼ bsys/Jc. Post-mortem examination of
the fracture surfaces for the 1T SE(B) specimens and PCVN config-
uration performed by Savioli and Ruggieri [47] revealed essentially
no ductile tearing prior to cleavage fracture thereby providing
strong support to the Weibull stress analysis for the tested material
described later. Further observe that all Jc-values for the PCVN ge-
ometry are below the deformation limit of M ¼ 30 - these tough-
ness values are thus considered invalid as per ASTM E1921 [25].

The cumulative Weibull distribution of the measured Jc-values
for the bend geometries, including the plane-sided PCVN speci-
mens, at both test temperatures tested by Savioli and Ruggieri [47]
is displayed in Fig. 4(a) - these toughness distributions are
employed in the fracture predictions addressed later in Section 6.2.
Fig. 4. (a) Cumulative Weibull distribution of experimentally measured Jc-values of the
A285 Gr C steel tested by Savioli and Ruggieri [47] for all tested fracture specimens. (b)
Master curve for the ASTM A285 Gr C steel including 5% and 95% confidence bounds
based on cleavage fracture toughness values measured from standard 1T SE(B) spec-
imens with a/W ¼ 0.5.
The solid symbols in the plots represent the experimentally
measured fracture toughness (Jc)-values for each test specimen. The
cumulative probability, F(Jc), is derived by simply ranking the Jc-
values in ascending order and using the median rank position
defined in terms of FðJc;kÞ ¼ ðk� 0:3Þ=ðN þ 0:4Þ, where k denotes
the rank number and N defines the total number of experimental
toughness values [39]. The fitting curves to the experimental data
shown in this figure describe the three-parameter Weibull distri-
bution [39] for Jc-values given by

FðJcÞ ¼ 1� exp
�
�
�
Jc � Jmin
J0 � Jmin

�a�
(7)

in which a defines the Weibull modulus (which characterizes the
scatter in test data), J0 is the characteristic toughness (which
approximately describes the mean value of the test data) and Jmin
denotes the threshold J-value corresponding to a Kmin of
20 MPa

ffiffiffiffiffi
m

p
as given by ASTM E1921 [25]. A parameter estimation of

the data set shown in Fig. 4(a) is performed by adopting the
maximum likelihood (ML) method [39] with a fixed value of a ¼ 2
as the Weibull modulus for the Weibull distribution describing the
Jc-values - the a ¼ 2 value characterizes well the scatter in cleavage
fracture toughness data under small scale yielding conditions
[51,52].

Table 3 provides the ML estimates of parameter J0 for the
measured distributions of Jc-values of each specimen geometry
with a fixed value a¼ 2. For comparison, this table also includes the
ML estimates for the Weibull parameters derived from a standard
maximum likelihood estimation procedure [39] to determine both
a and J0. The significant features include: (1) the characteristic
toughness of the Weibull distribution and, consequently, the mean
value of the test data displays strong dependence on specimen

geometry; (2) the toughness ratio JSEðBÞ�a=W¼0:5
0 =JPCVN0 shows strong

sensitivity to specimen geometry, even though the crack length to
width ratio for both configurations has a fixed value, a/W¼ 0.5; and
(3) while the Weibull modulus derived from a standard ML esti-
mation does change (with respect to the fixed value of a ¼ 2) to
reflect a decreased (increased) data scatter, the estimated J0-value
displays little sensitivity to the a-value; here, differences in J0-es-
timates are z5% for all specimen geometries.

The results displayed in Fig. 4(a) reveal that the experimental
toughness distribution for the deeply-cracked SE(B) specimen
agrees verywell with the theoreticalWeibull distribution described
by a ¼ 2. Observe that the Weibull distribution with a modulus,
a ¼ 2, also describes relatively well the measured toughness values
for the shallow crack and the plane-sided PCVN specimens even
though the toughness measuring capacity of these specimens has
been much exceeded - recall that a value a ¼ 2 for the Weibull
modulus specified by ASTM E1921 [25] is essentially valid for
toughness values under small-scale yielding conditions [51,53].
Moreover, the effect of specimen geometry on fracture toughness is
amply demonstrated by the results in Fig. 4(a). Since the charac-
teristic toughness, J0, is very close to the mean value of the
Table 3
Maximum likelihood estimates of parameter J0 for the measured distributions of Jc-
values of the A285 Gr C steel for each specimen geometry.

Geometry T (�C) ML estimates
with fixed a

Standard ML
estimates

a J0 (kJ/m2) a J0 (kJ/m2)

SE(B)�a/W ¼ 0.5 �80 2 73 2.7 77
SE(B)�a/W ¼ 0.2 �60 2 202 1.8 197
PCVN �80 2 294 3.0 309
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toughness distribution [39], it thus describes well the average
toughness for each specimen geometry. As expected, there is a
marked increase in fracture toughness values (factors of z3 � 4)
for the shallow crack SE(B) specimen and the plane-sided PCVN
configuration compared with the characteristic toughness for the
deeply-cracked SE(B) geometry. In particular, the PCVN specimen
with a/W ¼ 0.5 and W ¼ B geometry displays significant elevation
in fracture toughness relative to the 1T deeply-cracked SE(B)
specimen (a/W ¼ 0.5) with W ¼ 2B geometry thereby underlying
the loss of crack-tip constraint coupled with a pronounced absolute
size/ thickness effect exhibited by this crack configuration.

It is of interest to note that, to some extent, potential changes in
parameters a and Jmin do not affect significantly the estimated J0-
value and, consequently, the predictions of geometry and
constraint effects derived from the toughness scaling procedure
based on ~sw. In particular, since the calibrated m-value depends on
the toughness ratio JB0=J

A
0 , it becomes clear that slightly different

values of a or Jmin will not sensitively affect this toughness ratio. To
make this point, recall the calibration procedure outlined in Section
2.2. The constraint correction lines shown in the TSM plot of Fig. 2
would shift slightly to the left or to the right depending on the
“new” J0-values without, nevertheless, affecting the calibrated m-
value since the critical value of ~sw;c is essentially unchanged for
both crack configurations. Consider, for example, a Jmin ¼ 6.8 kJ/m2

which is four times the adopted Jmin-value in the Master Curve
methodology [25,54] and make J0 ¼ J0 � Jmin. Because the Jmin-
value affects both the J0-value for the tested crack configurations,

the TSM based on this new constraint correlation J
B
0/J

A
0 and the

~sw-curves for the calibrated Weibull modulus would still provide
the correct constraint ratio within a small error. Clearly, such
behavior would not persist for unrealistically large values of Jmin

since there is a nonlinear relationship between ~sw and J as Fig. 2
shows. However, for small threshold values, such as the Jmin-value
adopted by the Master Curve methodology, the effect of Jmin on
toughness predictions is very small.
3.3. Evaluation of T0 for the tested pressure vessel steel

TheMaster Curve method implemented into ASTM E1921 [25] is
utilized in the present study to determine the reference tempera-
ture, T0, for the tested pressure vessel steel. The procedure evalu-
ates T0 from the fracture toughness distribution of Jc-values for the
deeply-cracked 1T fracture specimens converted to KJc-values using

the standard relationship KJc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JcE=ð1� n2Þ

p
[7]. Moreover, since

these fracture specimens have thickness B¼25mm, these KJc-values
are taken directly as 1T size toughness values as described in ASTM
E1921 [25]. Table 2 shows the deformation (size) limit, M ¼ bsys/J,
defining the measuring toughness capacity for each tested spec-
imen. Clearly, allM-values (corresponding to the fracture toughness
at cleavage instability defined by Jc) for the deeply-cracked SE(B)
specimens are much larger than the valueM¼ 60 thereby ensuring
toughness data associated with essentially stress-controlled failure
by a transgranular cleavage mechanism under small scale yielding
conditions [55] (note that ASTM E1921 [25] imposes a relatively less
stringent condition for the maximum extension of plastic defor-
mation by adopting the value M ¼ 30). Thus, all measured KJc-
values for the fracture specimens under consideration are valid
tests.

For the tested materials, the reference temperature yields the
value of T0¼�93�C for the A285 Gr C steel which allows expressing
the dependence of fracture toughness on temperature over the DBT
region as
KA285
Jc�med ¼ 30þ 70 exp ½0:019ðT þ 93Þ� oC; MPa

ffiffiffiffiffi
m

p
: (8)

Fig. 4(b) provides the variation of fracture toughness, described
in terms of KJ, with temperature in which the solid line defines the
Master Curve given by Eq. (8), whereas the dashed lines represent
the 5% and 95% confidence bounds for the maximum likelihood
estimate of K0 - refer to the procedures to construct confidence
bounds for the Master Curve analysis given by ASTM E1921 [25].
The measured KJc-values at the test temperature are included in the
plot to aid in assessing the relative position of themaster curve and,
at the same time, the significance of the confidence bounds in
enveloping the fracture toughness data.

4. Computational procedures

4.1. Finite element models

Nonlinear finite element analyses are described for 3-D models
of the tested SE(B) specimens with a/W ¼ 0.5 and 0.2. These con-
figurations have standard geometry (W ¼ 2B with S ¼ 4W) and no
side-grooves as previously described. The geometry, size and ma-
terial flow properties match those for the SE(B) configurations
tested in the experiments performed by Savioli and Ruggieri [47].
Fig. 5(a) shows the typical finite element model utilized in the
analyses of the deeply cracked 1T SE(B) specimen. A conventional
mesh configuration having a focused ring of elements surrounding
the crack front is used with a small key-hole at the crack tip; the
radius of the key-hole, r0, is 5 mm (0.05 mm). Symmetry conditions
enable analyses using one-quarter of the 3-D models with appro-
priate constraints imposed on the symmetry planes. The meshes
have 32 variable thickness layers defined over the half-thickness (B/
2); the thickest layer is defined at Z ¼ 0 with thinner layers defined
near the free surface (Z ¼ B/2) to accommodate strong Z variations
in the stress distribution. The quarter-symmetric, 3-D model for
this specimen has approximately 40,000 nodes and 36,000 3-D
elements. These finite element models are loaded by displace-
ment increments imposed on the top nodes for the symmetry plane
to enhance numerical convergence with increased loading and
plastic deformation.

3-D finite element analyses are also conducted on a numerical
model for the precracked Charpy (PCVN) specimens with a/W¼ 0.5
employed in the fracture testing. These finite element models have
similar mesh arrangement and mesh details as already described
for the 1T SE(B) specimens. Fig. 5(b) shows the quarter-symmetric,
3-D model for this geometry with 22 variable thickness layers
(approximately 27,000 3-D elements and 31,000 nodes) defined
over the half-thickness (B/2).

4.2. Material relations and key solution procedures

The numerical solutions for the fracture toughness predictions
based on the modified Weibull stress methodology described next
utilize an elastic-plastic constitutive model with J2 flow theory and
conventional Mises plasticity in large geometry change (LGC)
setting incorporating a simple power-hardening model to charac-
terize the uniaxial true stress vs. logarithmic strain in the form

ε

εys
¼ s

sys
; ε � εys ;

ε

εys
¼

�
s

sys

�n

; ε> εys (9)

where sys and εys are the (reference) yield stress and strain, and n
denotes the strain hardening exponent. For the tested A285 pres-
sure vessel steel, an improved estimate for the hardening exponent
given by Annex F of API 579 [56] provides the strain hardening



Fig. 5. Finite element models used in the 3-D analyses of the plane-sided fracture specimens with a/W ¼ 0.5: (a) 1T SE(B) geometry; (b) PCVN configuration.
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exponents at the test temperatures (refer to the stress values of
Table 1) as n ¼ 6.9 for T ¼ �60�C and n ¼ 7.8 for T¼ �80�C. While a
piecewise-linear representation of the measured stress-strain
curve would provide a slightly better description of the experi-
mental data as well as slightly improved computational efficiency
for the numerical solutions, adoption of a power-law model to
describe the uniaxial true stress vs. logarithmic strain given by Eq.
(9) proves more convenient as it facilitates input of the material
model and avoids defining properly the small yielding plateau.

The finite element code WARP3D [57] provides the numerical
solutions for the detailed 3-D analyses reported here. Fracture
models are constructed with three-dimensional, 8-node hexahe-
dral elements. The code formulates and solves the equilibrium
equations at each iteration using a very efficient sparse solver and
implements the so-called B formulation (see Ref. [57] for details) to
preclude mesh lock-ups that arise as the deformation progresses
into fully plastic, incompressible modes.

The local value of the mechanical energy release rate at a point
along the crack front is given by Ref. [58].

J ¼ lim
G/0

Z
G

�
Wsn1 � sij

vui
vx1

nj

�
dG (10)

where G denotes a contour defined in a plane normal to the crack
front on the undeformed configuration beginning at the bottom
crack face and ending on the top face, nj is the outward normal to G,
Ws denotes the stress-work density per unit of undeformed vol-
ume, sij and ui are Cartesian components of stress and displacement
in the crack front coordinate system. The finite element computa-
tions employ a domain integral procedure [58] for numerical
evaluation of Eq. (10) to provide pointwise and front average values
of J across the crack front at each loading level. The thickness
average values of J agree very well with estimation schemes based
upon h-factors for deformation plasticity [7] so that they provide a
convenient parameter to characterize the average intensity of far
field loading on the crack front.
5. Specimen geometry effects

Geometry and constraint effects on fracture toughness,
including analytical and experimental studies, have received
considerable attention in recent years. Representative works to
describe the influence of constraint variations on macroscopic
fracture toughness as characterized by J, or equivalently the crack-
tip opening displacement (CTOD or d), include those of Dodds and
Anderson [59], O'Dowd and Shih [60,61], Parks [62], Dodds et al.
[63], Nevalainen and Dodds [55], Savioli and Ruggieri [47] and
Souza and Ruggieri [64], among others. These studies (and other
related works) led to an understanding of the central role played by
high constraint, small-scale yield (SSY) crack-tip fields, such as the
HRR stress-strain fields [65], in controlling the transgranular
cleavage in ferritic materials. As already noted, essentially all M-
values for the deeply-cracked SE(B) specimens previously
described are much larger than the value M ¼ 60 thereby ensuring
toughness data associated with stress-controlled cleavage failure
under SSY conditions [55]. However, a different picture emerges in
the case of the plane-sided PCVN specimen; here, the much larger
fracture toughness values at cleavage instability, Jc, exhibited by
these specimens (which correspond to much lower values for the
deformation limit, M) clearly show a coupling effect between
extensive plastic deformation and specimen thickness which af-
fects the measured cleavage fracture toughness. To address this
issue, this section describes selected key results derived from the
extensive finite element analyses conducted on the 1T size fracture
specimen and the PCVN geometry with a/W¼ 0.5. Thematerial and
flow properties are those for the test temperature of T ¼ �80�C
with sys ¼ 342 MPa. Attention is directed to the changes in crack-
front stress fields with increased macroscopic loading (as charac-
terized by increased values of J in the present study) by focusing on
the growth of crack-tip principal stress zones, s1 � 2sys in which s1
denotes the maximum principal stress and sys is the yield stress, for
remote load levels producing contained and large scale yielded
states.



Fig. 6. Distribution of the J-integral over the crack front with increased deformation levels for the bend specimens at T ¼ �80�C: (a) SE(B) geometry with a/W ¼ 0.5; (b) PCVN
configuration with a/W ¼ 0.5.
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Fig. 6 displays the distribution of J over the crack front, denoted
Jlocal, with increased load levels for the SE(B) and PCVN geometries.
These J-values are normalized by the thickness average values,
denoted Javg, so that the ratio Jlocal/Javg describes the variation of the
local J-value relative to the thickness average J (recall that Javg de-
fines the conventional J-value that would be measured in fracture
testing using a plastic h-factor as outlined previously in Section 3.1).
In these plots, the deformation levels range from small-scale
yielding conditions to fully yielded conditions and take the
values, J/(bsys) ¼ 0.010, 0.017, 0.033 and 0.050. In particular, the
values of J/(bsys) ¼ 0.017 and 0.033 correspond to a crack tip
deformation limit of M ¼ 60 and M ¼ 30 relative to crack length,
specimen thickness and remaining ligament.

The results shown in Fig. 6(a) corresponding to the 1T SE(B)
specimen reveal that the maximum J-values occur over a relatively
moderate-to-large portion of the specimen center plane region
ð0 � Z=ðB=2Þ � 0:4Þ and then gradually decrease to much lower J-
values as the stress-free surface is approached. For the PCVN
configuration, the distributions of J across the specimen thickness
shown in Fig. 6(b) becomes slightly more uniform for the entire
range of deformation over a somewhat larger portion of the crack
front as much as ð0 � Z=ðB=2Þ � 0:6Þ. Nevalainen and Dodds [55]
report similar results for bend geometries with W/B ¼ 1
configuration.

Figs. 7 and 8 show the contour maps of the maximum principal
stress, s1, for which s1 � 2sys at the specimen mid-plane and over
the crack front for the deeply-cracked SE(B) specimen and PCVN
configuration at two widely distinct levels of loading,
J=ðbs0Þ ¼ 0:017 (M ¼ 60) and J=ðbs0Þ ¼ 0:033 (M ¼ 30). In the
context of these geometries, the first load level corresponds towell-
contained yielding whereas the latter load level, while still defining
conditions similar to small-scale yielding, can be interpreted as
marking the transition to a fully yielded state. Moreover, to the
extent that the cleavage fracture process can be assumed as a
stress-controlled fracture mechanism, the near-tip region associ-
ated with the spatial extent of the stress contour defined by
s1 � 2sys provides a quantitative measure of the fracture process
zone of a few CTODs ahead of the macroscopic crack. A graphical
scale is also provided on the figures to aid in assessing the relative
spatial extent of the principal stress zones.

Consider first the principal stress contours for the deeply-
cracked SE(B) specimen displayed in Fig. 7. Under contained yiel-
ded state corresponding to M ¼ 60, a high stress zone is already
well developed and has spread across a large portion of the crack
ligament. With increased loading corresponding to a deformation
level ofM¼ 30, the size of the high stress zones grows even further
and extends its linear dimension by nearly 50%. Observe that the
size of the zone where s1 exceeds sys over the crack front shown in
Fig. 7(b) and (d) is significantly larger over a relatively small fraction
of the specimen thickness extending from mid-plane and then
gradually decreasing as the stress-free surface is approached.

Now direct attention to the results for the PCVN specimen
shown in Fig. 8. While the general development of the crack front
principal stress fields is broadly consistent with the principal stress
distributions shown in previous Fig. 7, the size and spatial extent of
the distribution of s1 over the crack front for the PCVN geometry
contrast markedly with those for the deeply-cracked SE(B) spec-
imen. Indeed, the linear dimensions of the principal stress contours
for the PCVN geometry are reduced by approximately threefold as
indicated by the scale of the plots. Further observe that the size of
the zone where s1 exceeds sys over the crack front for this config-
uration remains relatively unchanged with increased load levels;
here, the principal stress contours corresponding toM¼ 30 are only
slightly larger than those for the deformation level of M ¼ 60.

The results displayed in Figs. 7 and 8 have a direct bearing on the
fracture toughness behavior exhibited by the tested specimens
described in Section 3.1. Further, they also provide a compelling
case for using the toughness scaling methodology based on a
modified form of the Weibull stress incorporating effects of plastic
strain adopted in the present investigation. As already discussed,
the toughness scaling model requires the attainment of a specified
value for ~sw to trigger cleavage fracture across different crack
configurations even though the loading parameter (as character-
ized by the J-integral) may vary widely due to constraint loss. For
the tested fracture specimens under consideration, the crack front
stress distribution (which also defines the size and spatial extent of
the near-tip fracture process zone) is strongly dependent on ge-
ometry so that the deeply-cracked SE(B) specimen permits the
persistence of a maximum principal stress buildup (with increased
loading) whereas the PCVN specimen does not. Clearly, the much
larger highly stressed sampling volume ahead of the crack front for
the SE(B) geometry provides much more favorable conditions to
trigger unstable cleavage fracture at lower J-values. By contrast, a
similar principal stress buildup does not occur on the PCVN ge-
ometry (compare Figs. 7 and 8) so that it may never be possible to
meet the conditions for triggering unstable cleavage fracture at
lower levels of applied loading as this would require a marked in-
crease in the volume of the fracture process zone ahead of the crack



Fig. 7. Maximum principal stress zones for which s1�2sys for the deeply-cracked SE(B) specimen at two widely distinct levels of loading: (a) and (b) Contour of principal stress at J/
(bs0) ¼ 0.017; (c) and (d) Contour of principal stress at J/(bs0) ¼ 0.033.
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front, and hence a large likelihood of a high stress zone sampling a
cleavage microcrack.
6. Cleavage fracture predictions using the modified Weibull
stress

6.1. Calibration of the modified Weibull stress parameters

Calibration of parameters m and Jc defining the modified
Weibull stress, ~sw, follows from the two-step procedure previously
outlined in Section 2.2. In the present application, calibration of
parameter m is conducted at the test temperature, T ¼ �60�C , by
scaling the characteristic toughness of the measured toughness
distribution for the shallow crack SE(B) geometry with a/W ¼ 0.2
(taken here as configuration B) to the equivalent characteristic
toughness of the toughness distribution for the deeply-cracked
SE(B) specimen with a/W ¼ 0.5 (taken here as configuration A).
The research code WSTRESS [66] is utilized to compute ~sw vs. J
trajectories and to calibrate the Weibull modulus, m for the tested
A285 Gr C steel based on the standard Beremin model (i.e., Jc ¼ 1
as already noted).

However, since these specimens were not tested at the same
temperature, the present methodology adopts a simple procedure
to correct the measured toughness values for temperature inwhich
the Jc-values for the deeply-cracked SE(B) specimens (a/W ¼ 0.5) at
T ¼ �80�C are scaled to corresponding Jc-values at T ¼ �60�C using
the Master Curve fitting. While these corrected toughness values
are reasonably assumed to correspond to the experimental Jc-
values that would be measured at T ¼ �60�C, further consideration
is needed to proceed with the proper calibration scheme of
parameter m. Because some of the corrected toughness values
exceed the specimen measuring capacity defined by Jmax ¼ bsys/M
(withM conservatively assigned the value of 60 as discussed before
and, further, with sys taken as the yield stress value at T¼�60�C), it
will be no longer the case that all corrected Jc-values describe
equally well the stress-controlled cleavage failure under well-
contained yielding. Clearly, the TSM concept upon which the cali-
bration procedure is based may be influenced by including tough-
ness values associated with lower levels of crack-tip constraint and
differing to those of SSY. As already discussed earlier in the paper,
these observations thus motivate adopting a simpler strategy in
which only the corrected Jc-values satisfying the condition given by
J � bsys=60 are effectively considered in the calibration process
with the remaining toughness values assigned a fixed value cor-
responding to Jmax ¼ bsys/60 ¼ 128 kJ/m2. Note that this procedure
is similar to the censoring model adopted in ASTM E1921 [25] (see
also Mann et al. [39] and Bain [67]). By adopting this approach, the
characteristic toughness value for the deeply cracked SE(B) geom-

etry then yields: bJ0 ¼ 107 kJ=m2 at T ¼ �60�C (recall from Section

3.1 that JSEðBÞ�a=W¼0:5
0 ¼ 73 kJ=m2 at T ¼ �80�C ).

Using now the TSM to correct the characteristic toughness for

the shallow crack SE(B) geometry, JSEðBÞ�a=W¼0:2
0 , to its equivalent

characteristic toughness for the deeply-cracked SE(B) specimen,

JSEðBÞ�a=W¼0:5
0 such that the residual function RðmÞ ¼ ðJA0;m � JA0 Þ=JA0 is

minimized, the calibrated Weibull modulus then yields a value of



Fig. 8. Maximum principal stress zones for which s1�2sys for the PCVN geometry at two widely distinct levels of loading: (a) and (b) Contour of principal stress at J/(bs0) ¼ 0.017;
(c) and (d) Contour of principal stress at J/(bs0) ¼ 0.033.

Fig. 9. ~sw vs. J trajectories for the shallow and deep crack SE(B) specimens at
T ¼ �60�C based on the standard Beremin model with m0 ¼ 19.

Fig. 10. Constraint correlations of J-values at T ¼ �60�C for m0 ¼ 19 with varying sprs-
values for the shallow and deep crack SE(B) specimens.
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m0 ¼ 17 which is well within the range of previously reported m-
values for common pressure vessel and structural steels (see, e.g.,
[8,42,43,52,68,69]. Fig. 9 displays the evolution of ~sw normalized by
the material yield stress, sys, with increased J-values based on the
standard Beremin model with m0 ¼ 17 for both specimen geome-
tries at the test temperature, T ¼ �60

�
C.

Having determined the Weibull modulus, m, calibration of the
functionJc proceeds by evaluation of parameter sprs that gives the
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best correction of measured toughness values at T¼�60oC for the
deeply-cracked SE(B) specimen and the shallow crack SE(B) ge-
ometry with a/W ¼ 0.2 with a fixed value m0 ¼ 17. To illustrate the
calibration process, Fig. 10 provides the constraint correlations

ðJa=W¼0:5
SEðBÞ /Ja=W¼0:2

SEðBÞ Þ for varying values of parameters sprs. Each

curve provides pairs of J-values in the shallow crack bend geometry
and deeply-cracked SE(B) specimen which produce the same
Weibull stress, ~sw, for a fixed sprs -value while holding fixed ap ¼ 4
and Ed ¼ 400 GPa - as already noted, R&D [26] show that these
parameters have little effect on Jc and, consequently, on the evo-
lution of ~sw with J. Further, within the present context of proba-

bilistic fracture mechanics, each pair (Ja=W¼0:5
SEðBÞ , Ja=W¼0:2

SEðBÞ ) on a given

curve defines equal failure probabilities for cleavage fracture. A
reference line is shown which defines a unit toughness ratio

defined by Ja=W¼0:5
SEðBÞ ¼ Ja=W¼0:2

SEðBÞ . Changes in parameter sprs clearly

affect the resulting toughness ratios for these crack configurations.
Here, correction of the characteristic toughness for the shallow

crack SE(B) geometry, JSEðBÞ�a=W¼0:2
0 , to its equivalent characteristic

toughness for the deeply-cracked SE(B) specimen, JSEðBÞ�a=W¼0:5
0 ,

then yields sprs ¼ 2000 MPa.
6.2. Prediction of specimen geometry effects on cleavage fracture
toughness

Validation analyses of the modifiedWeibull stress methodology
described here focus on the application of the ~sw-based approach
to predict effects of geometry and constraint loss on cleavage
fracture toughness values (Jc) for the tested A285 pressure vessel
steel. The notion of the modified Weibull stress as a crack-tip
driving force in connection with its critical value at cleavage frac-
ture, ~sw;c, enable multiscale correlations between the distribution
of measured toughness values for a given configuration with
toughness distributions for other configurations. Here, we predict
the measured distribution of cleavage fracture values for the
deeply-cracked SE(B) specimen using the measured fracture
toughness distribution for the PCVN configurations, all tested at
T ¼ �80�C as already described in previous Section 3.1. The
correlative procedure to obtain the toughness correction

JPCVN0 /JSEðBÞ�a=W¼0:5
0 follows similar protocol for the toughness

scaling methodology outlined previously. As already noted, the
Fig. 11. Predicted cumulative Weibull distribution of experimentally measured Jc-
values for the deeply-cracked SE(B) specimen using the toughness distribution for the
standard PCVN geometry derived from the modified Weibull stress model with
sprs ¼ 2000 MPa and m0¼17.
calibrated Weibull modulus is assumed as a material property at
temperatures within the DBT region and sufficiently close to the
test temperature.

Fig. 11 shows the Weibull cumulative distribution function of Jc-
values for the deeply-cracked, 1T SE(B) specimen predicted from
the experimental fracture toughness distribution for the standard
PCVN geometry (B ¼ 10 mm) based on the previous modified
Weibull stress model using the simplified particle distributionwith
sprs ¼ 2000 MPa and m0 ¼ 17. For reference, Fig. 12 also displays
similar predictions of Jc-values for the SE(B) specimen based on the
standard Bereminmodel (i.e., with no plastic strain correction) with
m0¼ 17. The solid lines in these plots represent the prediction of the
median fracture probability corresponding to the three-parameter
Weibull distribution for Jc-values using the predicted character-
istic toughness with a ¼ 2 and Jmin corresponding to a Kmin of
20 MPa

ffiffiffiffiffi
m

p
- refer to previous Eq. (7). Predictions of the character-

istic fracture toughness, JSEðBÞ�a=W¼0:5
0 , derived from these analyses

are shown in Table 4.
Consider first the predicted Weibull distribution derived from

the modified Weibull stress model displayed in Fig. 11. The pre-
dicted distribution for the 1T SE(B) specimen showgood agreement
with the experimental data. While most of the measured Jc-values
lie slightly outside the media distribution, the predictions never-
theless provide close description of the measured toughness dis-
tribution for the deeply-cracked bend specimen. Now direct
attention to the predicted Weibull distribution derived from the
standard Beremin model displayed in Fig. 12. Here, the predicted
Weibull cumulative distribution is entirely shifted to the left of the
experimental data, albeit also in reasonable agreement with the
measured Jc-values, thereby providing a somewhat more conser-
vative estimate of fracture toughness values for the 1T SE(B)
specimen.

6.3. Prediction of the reference temperature T0

Predictions of the reference temperature, T0, for the tested
material based on the modified Weibull stress methodology are
also of interest. The procedure essentially follows the Master Curve
methodology by first converting the predicted J0-value for the
deeply-cracked 1T SE(B) specimen to the corresponding K0-value
and then solving for the median toughness, KJc�med, and T0 as
described in ASTM E1921 [25]. The procedure is relatively simple
and straightforwardwhile, at the same time, representing verywell
Fig. 12. Predicted cumulative Weibull distribution of experimentally measured Jc-
values for the deeply-cracked SE(B) specimen using the toughness distribution for the
standard PCVN geometry derived from the standard Beremin model with m0¼17.



Table 4
Predicted J0-values and reference temperature, T0, corresponding to the 1T SE(B) specimen with a/W ¼ 0.5 using the measured fracture toughness distribution for the PCVN
configuration based on the modified Weibull stress methodology and the standard Beremin model.

Jc PCVN J0 (kJ/m2 SE(B) a/W ¼ 0.5 (Predicted) J0 (kJ/m2 T0 (�C)

Modified Weibull stress 294 66 �89
Standard Beremin 294 56 �83
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the statistical distribution of measured cleavage fracture toughness
data.

Table 4 gives the predicted T0-values derived from the modified
Weibull stress approach described in the present work using the
measured toughness distribution for the PCVN geometry with a/
W ¼ 0.5. For comparison, the analyses also consider the predicted
T0-value from this geometry based on the standard Beremin model.
The effectiveness of the modified Weibull stress model in predict-
ing the reference temperature for the testedmaterial becomes clear
upon examining these results. In particular, application of the
~sw-based approach using the measured toughness distribution for
the standard PCVN geometry (B ¼ 10 mm) provides a predicted T0-
value which is in good agreement with the experimental reference
temperature for the tested A285 Gr C steel given by T0 ¼ �93�C
derived from the fracture toughness distribution for the deeply-
cracked SE(B) specimen tested at T¼�80�C; here, the predicted T0
is within 4�C of the corresponding estimate derived from testing of
a much larger crack configuration. Further, it is worth noting that a
direct application of the Master Curve methodology and ASTM
E1921 [25] using the measured toughness distribution for this
specimen tested at �80�C would not be possible as all Jc-values for
the PCVN geometry are below the deformation limit of M ¼ 30
(these toughness values are thus considered invalid as per ASTM
E1921 [25]).

Now compare the previous results with those corresponding to
the standard Beremin model. Not surprisingly, prediction of the
reference temperature for these analyses consistently provides
somewhat lower estimates of T0 than does the modified Weibull
stress model. Indeed, this is precisely the conclusion that arises
upon examining the plots displayed in Fig. 11(b) in which the
predicted toughness distribution is entirely shifted to the left of the
measured toughness distribution for the deeply-cracked SE(B)
specimen. Here, application of the conventional Beremin approach
using the measured toughness distribution for the standard PCVN
geometry (B ¼ 10 mm) also gives a relatively good estimate for T0,
but which is nevertheless 10�C higher than baseline T0-value for the
1T SE(B) specimen of �93�C.

In related work to determine the reference temperature for a
quenched and tempered pressure vessel steel using two large
toughness data sets [70,71], Heerens et al. [5] found good agree-
ment between T0-values estimated from using toughness values
derived from PCVN fracture specimens and those obtained from Jc-
values for larger C(T) specimens based solely on statistical analyses
of the toughness values. The present model differs from those an-
alyses, however, in the way the toughness values for the PCVN
geometry enter into the procedure to evaluate the dependence of Jc
(or, equivalently, KJc) on temperature as their approach does not
explicitly correct fracture toughness measurements for effects of
constraint loss and specimen thickness. Moreover, their analyses
make use of a very large data set which includes a large number of
PCVN specimens that meet the validity criterion specified in
Ref. [25] at test temperatures within the DBT region. As just
mentioned above, none of the PCVN configurations tested at
T ¼ �80�C met that validity criterion thereby justifying the line of
investigation pursued here.
7. Concluding remarks

This study describes a probabilistic framework based on a
modified Weibull stress model, ~sw, to predict the effects of
constraint loss on macroscopic measures of cleavage fracture
toughness applicable to fracture specimens made of a typical
pressure vessel steel tested in the ductile-to-brittle transition re-
gion. The approach builds upon the Weibull stress concept intro-
duced earlier by Beremin [8] but considers the modeling of
cleavage fracture from the point of view of a coupling between the
local plastic strain and the number of eligible Griffith-like micro-
cracks nucleated from brittle particles dispersed into the ferrite
matrix. The resulting (probabilistic) crack-front parameter couples
remote loading with a micromechanics model which incorporates
the statistics of microcracks and plastic strain effects thereby
reflecting the potentially strong variations in crack-front stress and
strain fields due to the effects of constraint loss. Application of the
modifiedWeibull stress methodology to assess specimen geometry
effects on cleavage fracture toughness values and, further, to
determine the reference temperature, T0, for an A285 Gr C pressure
vessel steel from PCVN specimens, clearly shows the potential
capability of the present model to remove the geometry depen-
dence of Jc-values. The study described here supports the following
conclusions:

1. While the levels of crack front constraint at the specimen mid-
plane for the tested deeply-cracked SE(B) specimen and PCVN
configuration are comparable, their highly stressed near-tip
fracture process zones are strongly dependent on geometry
and differ largely in spatial size. Thus, a strong statistical effect
arises in the case of the PCVN geometries associated with a
much smaller fracture process volume ahead of the crack front
which clearly reduces the likelihood of a high stress zone
sampling a cleavage microcrack for this specimen geometry.
These features support the adoption of a multiscale modeling of
fracture, including a more refined formulation for the Weibull
stress, in which the coupling of constraint loss and plastic strain
effects offsets the influence of a relatively small zone of high
principal stress that develops in smaller specimens and low
constraint configuration.

2. The calibration procedure which uses a two-step strategy to
identify m and Jc is well suited for analyzing constraint and
specimen geometry effects on fracture toughness. Themethod is
also consistent with the standard Beremin model as it fully
preserves the character of the Weibull modulus, m, as a
phenomenological descriptor of the distribution of Griffith-like
microcracks that trigger cleavage fracture. Further, our study
indicates that the parameter identification of Jc is also rela-
tively straightforward as its key parameter, sprs, plays a stronger
role on the ~sw-trajectories.

3. The standard Beremin model provides somewhat more con-
servative predictions for the characteristic toughness, J0, of the
larger 1T SE(B) specimen (relative to themodifiedWeibull stress
approach) thereby yielding increased estimates of the reference
temperature, T0, for the tested material. However, for the A285
Gr C pressure vessel steel utilized in this study, the standard
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Beremin model still provides acceptable predictions of geome-
try effects on cleavage fracture toughness.

4. The modified Weibull stress incorporating the simplified parti-
cle distribution model predicts well the characteristic tough-
ness, J0, and the reference temperature, T0, for the tested
material. In particular, the T0-value estimated from the
constraint corrected, standard PCVN specimen is in good
agreement, albeit slightly conservative, with the corresponding
estimate derived from testing of a much larger crack
configuration.

In using the probabilistic framework based on a modified Wei-
bull stress pursued in this study to describe the effects of constraint
variations on macroscopic fracture toughness, it is well to keep in
mind the relative complexity of the calibration procedure for the
key parameters m and sprs entering ~sw. For a given material under
specified conditions, the present model provides a viable basis for
structural integrity applications, albeit still requiring some cali-
bration effort to determine parameters m and sprs, provided
adequate fracture toughness values measured from two sets of test
specimens spanning a wide range of crack-tip constraint (triaxi-
ality) are available. However, because of the rather strong sensi-
tivity of the calibrated Weibull modulus, m, on some analysis
details, including the toughness ratio JB0=J

A
0 measured from two sets

of test specimens in connectionwith the TSM procedure, additional
work appears necessary to further test the effectiveness of the
present framework incorporating various forms of Jc on fracture
assessments and toughness predictions for low constraint crack
configurations. With additional work, the present calibration
strategy for the Weibull stress parameters can be improved and
broadened to handle more complex situations and will be pre-
sented in a forthcoming publication addressing constraint effects
on toughness values using subsize fracture specimens for an A533
Gr B steel employed in nuclear reactor pressure vessels [72].
Overall, the analyses conducted in the present work show that the
modified Weibull stress approach based on the simplified particle
distribution model holds significant promise as an engineering
procedure to multiscale predictions of fracture behavior in struc-
tural components with diverse range of crack-tip constraint.
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